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ABSTRACT 

The Present paper deals with the analysis of two-unit cold standby system with two types of failure. 

For making the system more effective, it is considered that the unit in the system which is under operationfails 

with two types say type-Iand type-II. If the unit fails due to type-I then the failed unit goes for repair and if it 

fails due to type-II then it goes for replacement by new one. Failure time distributions of type-I and type-II 

areexponential. The repair and replacement time distributions are general.  By using regenerative points 

technique with Markov Renewal Process, the various measures such as MTSF, Availability analysis, Busy 

period analysis, expected number of visits by the repairman and cost benefit analysis of the system 

effectiveness are obtained. 

Key words:Mean Time to System Failure, Availability, Cost benefit analysis, Regenerative 

point.  

INTRODUCTION 

 Several authors [2,3,8,10 & 11] working in the felid of reliability have analyzed many engineering 

systems with the assumption that the failed unit caused due to any type of failure sent for repair without 

observing the type of failure. But in the real practical situation there exist some systems in which the repair of 

the failed unit is not possible always and, in such circumstances, to replace the failed unit is the only remedy. 

Keeping the above view in mind we in this present study consider atwo-unit engineering system in which the 

unit under operation fails with two types say type-I and type-II. If the unit fails due to type-I then the failed 
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unit goes for repair and if due to type-II then goes for replacement by new one. By using regenerative point 

technique, the following reliability measures are to be obtained.  

(i) Steady state transition probabilities. 

(ii) Mean sojourn time. 

(iii) Mean time to system failure. 

(iv) Point wise and steady state availability of the system. 

(v) Expected busy period of the repairman in the time interval (o,t]. 

(vi) Expected number of the visits by the repairman in (o,t]. 

(vii) Cost benefit analysis of the system. 

MODEL DESCRIPTION AND ASSUMPTIONS 

(i) The system consists of two identical units. Initially one unit is operative and other kept as cold 

standby. 

(ii) Upon failure of an operative unit due to type-I, it is sent for repair. 

(iii) Upon failure of an operative unit due to type-II, it is sent for replacement. 

(iv) The probabilities of type-I and type-II failure are fixed. 

(v) Failure rate of the operative unit is constant. 

(vi) The repair and replacement time distributions for failed unit are arbitrary. 

(vii) Single repair facility is used for repair and replacement. 

 

NOTATIONS AND STATES 

α  Constant failure rate of operative unit.  

f(.), F(.)  P.d.f. and c.d.f. of the repair time distribution of the failed unit caused by the type-I failure. 

G(.), G(.) P.d. f an c.d.f. of the time to complete replacement caused by the type-II failure. 
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a1 Probability of committing first type of failure,  

a2=(1-a1) Probability of committing second type of failure. 

N0 Normal unit kept as operative  

NS Normal unit kept as cold standby. 

𝐹𝑟1
 Failed unit caused by first type of failure is under repair.   

𝐹𝑟2  Failed unit caused by second type of failure is under replacement. 

𝐹𝑤𝑟1  Failed unit caused by first type of failure is waiting for repair. 

𝐹𝑤𝑟2  Failed unit caused by second type of failure is waiting for replacement. 

𝐹𝑅1  Repair of failed unit caused by first type of failure is continued from earlier state. 

𝐹𝑅2  Replacement of failed unit caused by second type failure is continued from earlier state.  

m1, m2 Mean time for repair and replacement,  

  

Using the above notations and assumptions, the possible states of the system are: 

Up states 

So : (𝑁𝑂, 𝑁𝑆), S1: (𝑁𝑂,𝐹𝑟1
), S2 : (𝑁𝑟2

, 𝑁0) 

Down States 

S3: (𝐹𝑤𝑟1
, 𝐹𝑅1

), S4 : (𝐹𝑤𝑟2
, 𝐹𝑅1

) 

S5: (𝐹𝑅2
, 𝐹𝑤𝑟2

),S6 : (𝐹𝑅2
, 𝐹𝑤𝑟1

) 

The epochs of entrances from S1→S3, S1→S4 , S2→S5 , and  S2→S6, are non-regenerative and 

remaining are regenerative. The possible states and transitions between them are shown in the figure. 
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 𝐹𝑤𝑟1
, 𝐹𝑅1  

 𝐹𝑤𝑟2
, 𝐹𝑅1  

 

 𝐹𝑅2
, 𝐹𝑤𝑟2  

 

S3 S4 S5 

S1 
S0 S2 

 𝐹𝑅2
, 𝐹𝑤𝑟1  

 

S6 

𝑁0, 𝐹𝑟1  

 

N0, Ns 

 

𝐹𝑟2
, 𝑁0 

 

 

              :  UP STATES  

              :  DOWN STATES  

http://www.jetir.org/


© 2017 JETIR March 2017, Volume 4, Issue 3                                                            www.jetir.org (ISSN-2349-5162)  

JETIR1703093 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 498 
 

TRANSTION PROBABLITY AND MEAN   SOJOURN TIME 

The non zero elements of the transition probability,P = (𝑃𝑖𝑗) are as followos. 

P01 = a1 ,P02 = a2 , P10 = f*(α) 

𝑃13 =𝑎1[1 − 𝑓∗(𝛼)] =  𝑃11
(3)

  ,   𝑃14 = 𝑎2[1 − 𝑓∗(𝛼)] =  𝑃12
(4)

 

𝑃20 =𝑔∗(𝛼)   ,   𝑃26 = 𝑎1[1 − 𝑔∗(𝛼)] =  𝑃21
(6)

 

𝑃25 =𝑎2[1 − 𝑔∗(𝛼)] =  𝑃22
(5)

   ,   𝑃31 =  𝑃42 = 1 =  𝑃52 =  𝑃61 

The above probabilities satisfies the relations  

𝑃01 + 𝑃02 = 1 =  𝑃10 +  𝑃13 + 𝑃14 =  𝑃10 + 𝑃11
(3)

+  𝑃12
(4)

 

𝑃20 +  𝑃25 +  𝑃26 = 1 =  𝑃20 +  𝑃21
(6)

+  𝑃22
(5) 

Mean Sojourn Time 

Mean sojourn time μi in state Si is defined as the expected time for wichthe systemstays in state Si 

before transiting to any other state. Let Xi denote the Sojourn Time in state Si is given by  

μi = ∫ 𝑃 [𝑋𝑖 > 𝑡]𝑑𝑡 

so that we obtain the following relations 

μ0 =
1

𝛼
   ,   μi  = [1 − f ∗(𝛼)]/𝛼 

μ2 = [1 − 𝑔∗(𝛼)]/𝛼   ,μ3 = ∫ 𝑡 𝑓(𝑡)𝑑𝑡 =  μ4
∞

𝑜
  

μ5 =∫ 𝑡𝑔(𝑡)𝑑𝑡 =  μ6
∞

𝑜
  

The conditional mean sojourn time in state Si, when system transits direct to Sj, is 

𝑚𝑖𝑗= ∫ 𝑡𝑑𝜃𝑖𝑗(𝑡) =  − ∫ 𝑄𝑗𝑖(𝑡)𝑑𝑡  
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Thus  

𝑚𝑜1= 
𝑎1

𝛼⁄  ,  𝑚𝑜2 =
𝑎1

𝛼⁄  

𝑚10= ∫ t e−𝛼t  f(t) dt  

𝑚11
(3)

= 𝑎1[∫ 𝑡𝑑𝐹(𝑡) − ∫ 𝑡𝑒−𝛼𝑡 𝑑𝐹(𝑡)] 

𝑚12
(4)

= 𝑎2[∫ 𝑡𝑑𝐹(𝑡) − ∫ 𝑡𝑒−𝛼𝑡 𝑑𝐹(𝑡)] 

𝑚13= 𝑎1 [
1

𝛼
− ∫ 𝑡𝑒−𝛼𝑡𝑑𝐹(𝑡) −

1

∝
∫ 𝑒−𝛼𝑡𝑑𝐹(𝑡)] 

𝑚14 = 𝑎2 [
1

𝛼
− ∫ 𝑡𝑒−𝛼𝑡𝑑𝐹(𝑡) −

1

𝛼
∫ 𝑒−𝛼𝑡𝑑𝐹(𝑡)] 

𝑚20 =∫ 𝑡𝑒−𝛼𝑡𝑑𝐺(𝑡) 

𝑚21
(4)

 = 𝑎1[∫ 𝑡𝑑𝐺(𝑡) − ∫ 𝑡𝑒−𝛼𝑡𝑑𝐺(𝑡)] 

𝑚25 = 𝑎2 [
1

𝛼
− ∫ 𝑡𝑒−𝛼𝑡𝑑𝐺(𝑡) −

1

∝
∫ 𝑒−𝛼𝑡𝑑𝐺(𝑡)] 

𝑚26 = 𝑎1 [
1

𝛼
− ∫ 𝑡𝑒−𝛼𝑡𝑑𝐺(𝑡) −

1

∝
∫ 𝑒−𝛼𝑡𝑑𝐺(𝑡)] 

𝑚31 = ∫ 𝑡𝑑𝐹(𝑡) = 𝑚42 

𝑚52 = ∫ 𝑡𝑑𝐺(𝑡) = 𝑚61 

It can easily be verified that  

𝑚01 +  𝑚02 =  1
𝛼⁄  =  𝜇0 

𝑚10 +  𝑚13  +  𝑚14  =  [1 − 𝑓∗(𝛼)]/𝛼 =  𝜇1 

𝑚10 +  𝑚11
(3)

 +  𝑚12
(4)

=  ∫ 𝑡𝑑𝐹(𝑡)  =  𝑚1 

𝑚20 + 𝑚25  +  𝑚26  =  [1 − 𝑔∗(𝛼)]/𝛼 =  𝜇2 
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𝑚20 +  𝑚21
(6)

 +  𝑚22
(5)

 =  ∫ 𝑡𝑑𝐺(𝑡) =  𝑚2 

𝑚31 =  𝑚1,   𝑚42  =  𝑚1   ,   𝑚52  =  𝑚2   ,   𝑚61  =  𝑚2 

 

 

MEAN TIME OF SYSTEM FAILURE 

To investigate the distribution function 𝜋𝑖(𝑖) of the time to system failure with starting state Si the failed states 

are regarded as absorbing. Using the  

probabilistic arguments the recursive relations among 𝜋𝑖(𝑡)are 

𝜋0(𝑡) =  𝑄01(𝑡)$ 𝜋1(𝑡) +  𝑄02(𝑡)$ 𝜋2(𝑡) 

𝜋1(𝑡) =  𝑄10(𝑡)$ 𝜋0(𝑡) +  𝑄13(𝑡) + 𝑄14(𝑡)  

𝜋2(𝑡) =  𝑄20(𝑡)$ 𝜋0(𝑡) +  𝑄25(𝑡) + 𝑄26(𝑡) 

 

 (1 – 3) 

Taking Laplace–Stieltjes Transform of (1 – 3) and solve for 𝜋 ̃(𝑠) and omitting the argument “s” for brevity, 

we get: 

 MTSF = E(T) =
𝑑 𝜋̃0(𝑠)

𝑑𝑠   𝑠=0
=

𝑁1

𝐷1
     (4) 

Where 

 𝑁1 =  𝜇0 +  𝑃01𝜇1 + 𝑃02𝜇2  

and 

 𝐷1 =  1 −  𝑃01𝑃10 − 𝑃02𝑃20 
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AVAILABILITY ANALYSIS 

As defined, Mi(t) denotes the probability that the system starting in up stat 𝑆𝑖 ∈ 𝐸 is up at time t without 

passing through any regenerating state.  

Thus, we get 

 𝑀0(𝑡) =  𝑒−𝛼𝑡  ,   𝑀1(𝑡)  =  𝑒−𝛼𝑡𝐹̅(𝑡) 

 𝑀2(𝑡) =  𝑒−𝛼𝑡𝐺̅(𝑡) 

Using the arguments of the theory of a regenerative process, the point wise availability 𝐴𝑖(𝑡)is satisfy the 

following recursive relations: 

𝐴0(𝑡) = 𝑀0(𝑡) +  𝑞01(𝑡) © 𝐴1(𝑡) +  𝑞02(𝑡)© 𝐴2(𝑡) 

𝐴1(𝑡) = 𝑀1(𝑡) +  𝑞10(𝑡) © 𝐴0(𝑡) +  𝑞11
(3)(𝑡)© 𝐴1(𝑡) +  𝑞12

(4)(𝑡)© 𝐴2(𝑡) 

𝐴2(𝑡) = 𝑀2(𝑡) +  𝑞20(𝑡) © 𝐴0(𝑡) + 𝑞21
(6)(𝑡)© 𝐴1(𝑡) + 𝑞22

(5)(𝑡)© 𝐴2(𝑡) 

(5– 7) 

Taking the Laplace Transform of the above relation (5 – 7) and solving for 𝐴0
∗ (𝑠). By omitting the argument 

‘s’ for brevity, we get 

                                       𝐴𝑜
∗ (𝑠) =

𝑁2 (𝑠)

𝐷2(𝑠)
(8) 

The Steady State Availability, when the system starts from 𝑆𝑖 is obtained as follows: 

𝐴0 = 𝐿𝑖𝑚
𝑆→0

𝑠 A0
∗ (s) =  

N2 (0)

D2́ (0)
=  

N2

D2
                                               (9) 

Where  

𝑁2 = 𝜇0 [P10(1 − P22
(5)

) +  P12
(4)

P20] +  μ1 [P01(1 − P22
(5)

) +  P02 P21
(6)

]

+  μ2 [P02(1 − P11
(3)

) +  P01 P12
(4)

] 
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And 

𝐷2 = 𝜇0 [P10(1 − P22
(5)

) +  P12
(4)

P20] +  m1(P21
(6)

+ P01P20) + m2(P12
(4)

+  P2P10) 

BUSY PERIOD ANALYSIS  

𝐵𝑖(t) is defined as the probability that the repairman is busy at epoch t starting from Si ∈ E. From elementary 

probalistic arguments, we have 

𝐵𝑂(𝑡) = 𝑞01(𝑡)© 𝐵1(𝑡) +  𝑞02(𝑡)© 𝐵2(𝑡) 

𝐵1(𝑡) = 𝑊1(𝑡) +  𝑞10(𝑡)© 𝐵0(𝑡) +  𝑞11
(3)(𝑡)©𝐵1(𝑡) +  𝑞12

(4)(𝑡)©𝐵2(𝑡) 

𝐵2(𝑡) = 𝑊2(𝑡) +  𝑞20(𝑡)© 𝐵0(𝑡) +  𝑞21
(6)(𝑡)©𝐵1(𝑡) +  𝑞22

(5)(𝑡)©𝐵2(𝑡) 

(10 – 12) 

Where 

𝑊1(𝑡) = 𝑒−𝛼𝑡𝐹̅(𝑡)   ,   𝑊2(𝑡) = 𝑒−𝛼𝑡𝐺̅(𝑡) 

Taking the Laplace transform of the above aquations and solving for 𝐵0
∗(𝑠).And omitting the argument ‘s’ for 

brevity obtaion 

                                  𝐵0
∗(𝑠) =  

𝑁3(𝑠)

𝐷2(𝑠)
   (13) 

The Steady State Busy Period, when the system starts from Si, is obtained as follows: 

 𝐵0 =  𝐿𝑖𝑚
𝑆→∞

𝑠𝐵0
∗(𝑠) =  

𝑁3(0)

D2́ (0)
=

𝑁3

𝐷2
      (14) 

Where 

 𝑁3 =  [𝑃01(1 − 𝑃22
(4)

) +  𝑃02𝑃21
(6)

] 𝜇1 + [𝑃02(1 − 𝑃11
(3)

) + 𝑃01𝑃12
(4)

] 𝜇2 

and 𝐷2 is defined as availability analysis. 
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EXPECTED NUMBER OF VISITS BY THE REPAIRMAN 

we defined 𝑉𝑖(𝑡) as the expected number of visits by the repairman in (0, 𝑡], geven that the system initially 

starts from regenerative state 𝑆𝑖. By probabilistic arguments we have the following recursive relations:  

𝑉0(𝑡) =  𝑄01(𝑡)$[1 + 𝑉1(𝑡)] + 𝑄02(𝑡)$[1 + 𝑉2(𝑡)] 

𝑉1(𝑡) =  𝑄10(𝑡)$ 𝑉0(𝑡) + 𝑄11
(3)(𝑡)$ 𝑉1(𝑡) + 𝑄12

(4)(𝑡)$ 𝑉2(𝑡)  

𝑉2(𝑡) =  𝑄20(𝑡)$ 𝑉0(𝑡) + 𝑄21
(6)(𝑡)$ 𝑉1(𝑡) + 𝑄22

(5)(𝑡)$ 𝑉2(𝑡)  

(15 – 17) 

Taking Laplace–Stieltjes Transform of relation (15 – 17) and solving for 𝑉0̃(𝑠) by omitting the arguments “s” 

for brevity, we get  

𝑉0̃(𝑠) =
𝑁4(𝑠)

𝐷2(𝑠)
   (18) 

In Steady State, the number of visits per unit time in given by 

𝑉0 = 𝐿𝑖𝑚
𝑡→∞

(
𝑉0(𝑡)

𝑡
) = Lim

𝑠→0
 𝑠. 𝑉0̃(𝑠) =

𝑁4

𝐷2
        (19) 

Where 

𝑁4 = (1 − 𝑃11
(3)

)(1 − 𝑃12
(5)

) − 𝑃12
(4)

𝑃21
(6)

        (20) 

COST BENEFIT ANALYSIS  

The expected profit of the system incurred in (0,t] is 

𝑃(𝑡) = 𝐾0𝜇𝑢𝑝(𝑡) −  𝐾1𝜇𝑏(𝑡) − 𝐾2 𝑉0(𝑡) 

Where 𝐾0 , 𝐾1 and 𝐾2 be the revenue per unit up time by the system, the cost per unit time for which the 

repairman is busy and the cost per visit by the repairman respectively. 

 The expected profit per unit time in steady state is  

                       𝑃 =  Lim
𝑡→0

𝑃(𝑡)

𝑡
            (21) 
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            𝑃 =  𝐾0𝐴0 − 𝐾1 𝐵0 − 𝐾2𝑉0        (22) 

 

CONCLUSION 

 In the present system the failure of the operating unit is divided into two types i.e, type-I and type-II. 

Type-II failure of the unit is serious. In the present study the idea of replacement of the failed unit due to type-

II is used to increase the effectiveness of the system. The optimum results are obtained as shown in equation 

(4), (9), (14) (19) and (22). The behaviour of the MTSF and Profit can also be studied from the equation (4) 

and (22) with respect to the system failure rate. 
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